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OOl and 100S

» New Sensing Technology |
« Improved forecast models
+ Science education

+ Ocean Climatology
+ Information Technology
« Natural Resource Education
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OOl and I00S

I00S 001
Driven by societal goals and must Governed by the needs of the research
routinely and continuously community. with experimental data
deliver data and data products of delivery in near-real time ultimately
Data known quality in real time to leading to improved predictability of ocean
decision makers. processes in areas of societal need.

Will depend on highly reliable
sensors and data telemetry to
ensure that critical data streams are
not interrupted. as well as on

Will provide the motivation and capability
to try out new, experimental sensors and
to develop new observing strategies that
may eventually be adopted by the IOOS

Sensors operational models for making _ S .
oy . < system once their reliability for routine
predictions with known levels of g T
. operation 1s established.
uncertainty.
Highly adaptive, allowing scientists to
Primarily stationary operational respond to ocean events and control and
Design system. designed to provide reliable | adapt observatory assets and data streams
operational data streams. to address new events.
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OOl Science Mission
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Marine Network Configurations
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Network Deployment
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Cyberinfrastructure Plan
Release 1: Data Distribution Network
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Cyberinfrastructure Schedule
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Initial OOI — | - |
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Project Synopsis
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Serving Ocean Model Data on the Cloud

Charles Alexander!, Matthew Arrott?, Jeff de La Beaujardiére!, Claudiu Farcas?, Emilia
Farcas?,

Paul Hubbard?, Michael Meisinger?, Royv Mendelssohn?, and Richard Signell*
NOAA TOOS Program Office. 1100 Wayne Ave Suite 122 3. Silver Spring, WD 20210, TISA
ICalit2, University of Califomia at San Diego, La Jolla, CA 92093-0436 USA
*US. Geological Survey, 384 Woods Hole Road, Woods Hole, MA 02543-1598, USA
ANOAANMFES/SWFSC/ ERD, Pacific Grove, CA USA

Abstract- The NOAA-led Integrated Ocean Observing System (I005) and the NSF-funded Ocean Ob-
servatories Initiative Cvberinfrastructure Project (QOOI-CT) are collaborating on a prototype data delivery
system for numerical model output and other gridded data using cloud computing. The strategy is to take
an existing distributed system for delivering gridded data and redeploy on the cloud, making modifica-
tions to the system that allow it to harness the scalability of the cloud as well as adding functionality that
the scalability affords.

L INTRODUCTION

The Ocsan Obssrvatorics Initiative (001} [1]1s an NSF-fimded program to establish the ocean ob-
serving infrastmicture of the 21st centiry benefiting research and education. It will start its 5-year
construction period in September 2009, promising to deliver cyber and physical observatory infra-
structure components as well as substantial core instrumentation to study a wide range of environ-
mental processes dunng an operational penod of 23 vears or more.

The QOI compnses three types of mterconnected observatores spanning global, regional and
coastal scales. The global component addresses planstary-scale problems via a network of moored
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2008 OOl — 100S Collaboration

Scalable translation/visualization service in the cloud
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2009 OOl — 100S Collaboration

Scalable translation/visualization service in the cloud
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2010 OOl — 100S Collaboration

|OOS as external observatory feedlng model customer via OOl
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MARACOQOS Integration Design
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Next Steps
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Thank You

Chris Mueller — Applied Science Associates
cmueller@asascience.com
401/789-6224

INTEGRATED OCEAN DBSERVING SYSTEN

Charles Alexander
charles.alexander@noaa.gov
301/427-2429
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Functional Architecture
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Composable Functional Unit of Deployment
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Distributed Functional Deployment
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